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Project Goal and Motivation 
The COVID-19 pandemic has underscored the need for effective and innovative 

diagnostic tools. A web-based application that analyzes cough audio to predict COVID-19 
infection can offer a convenient and non-invasive screening method, potentially aiding 
early detection and reducing healthcare burdens. Although at-home testing for COVID-19 
is effective, it can be expensive and inconvenient. Therefore, a convenient COVID-19 
screening tool to assess the need for testing can help people make an informed decision. 

Our Approach 
 
The user can record their coughs and receive predictions on their COVID-19 

infection status. This feature not only provides real-time feedback but also aids in 
maintaining a history of the user’s infection status, making it a non-invasive and 
cost-effective tool for early screening. By tracking this data over time, the user can monitor 
their health status without the immediate need for a healthcare provider. 

 
The web app design prioritizes ease of use, ensuring anyone can navigate it 

effortlessly and check their COVID-19 status at any time. Other aspects of the website will 
include details about the research and development of the ML model 

 
The user can view a continuous progress chart that updates with every entry, 

making it easier to visualize changes in their infection status over time. This feature helps 
determine when a user is recovering and no longer symptomatic, or still infected. The 
user-friendly layout ensures that navigating the web app is straightforward. 

 
Users can access their data at any time, providing continuous access to their 

COVID-19 status history. This eliminates the need to wait for a healthcare provider for early 
detection and offers users a convenient and effective way to monitor their health 

 

What It Does 
 
The web app not only predicts COVID-19 infections based on cough recordings but 

can also track the progression of the user’s condition over time. By analyzing daily 
recordings, the user can observe trends in your symptoms, making it easier to determine 
when medical intervention is necessary. This continuous monitoring feature offers a more 
personalized health-tracking experience. 



How to Use 
Below you can find step by step instructions for navigating and using the VoCOVID 

Web Application! 

Creating an Account 
Step 1: Navigate to the Login/Create an Account Page 

 
 

 

 



Step 2: Fill out all questions as per the instructions 

 
 

Step 3: Log In! 

 

 



Uploading a Recording 

Step 1: Navigate to the Dashboard 

 
Step 2: Use the Record Button and record yourself coughing 

 

 
 



Step 3: Fill out the Symptoms Questionnaire 

 

Step 4: Submit your Results for Analysis 

 

 



Step 5: View Your Results 



Web Application Development 
Implemented multiple models as precision of the Attention Enhanced CNN 

increased. Alongside the model implementation a few features were implemented as well. 
An initial questionnaire asking about symptoms, a time limit for how long a cough can be 
recorded for, and a graph to show users their results. Once a final model was implemented, 
it was sent to users for their review and to see how the user experience could be improved. 
This led to changes being made to the user dashboard included: additional information 
provided in graphs, further questions added to the questionnaire users answered when 
they recorded their coughs, and different page redirects after a user logs into their account 
or creates a new account to improve the ease of use. 

Trained and saved the weights of Attention Enhanced CNN for web integration. 
Saved weights and model architecture to web application. Implemented data pipeline 
which retrieves an audio sample from the user model for classification, classifies audio, and 
displays the classification result and the prediction confidence. As in previous milestones, 
working to implement a classification pipeline was challenging, and many errors were 
encountered, but were eventually resolved. We have only had the opportunity to test the 
web application with non-COVID-19 users, but in these tests, the model was able to 
correctly classify the users as not having COVID-19. 

Added Research and Home Pages to keep website as easy to navigate as possible, 
while still providing users on background information about how our Attention Enhanced 
CNN Model works. 

VoCOVID Research Page 



 
 
 
 

 

 

 

 

 

 
VoCOVID Home Page 

 



Machine Learning Model Development 
 

The ResNet50 model was receiving similar precision to the CNN, so the team 
pivoted to focus entirely on the development of the CNN. It was switched from a model 
with 3 evaluation results to 2 evaluation results: ‘healthy’ and ‘COVID’. The final model 
architecture for the developed Attention Enhanced CNN can be seen below. It was 
determined through various tests that 60 epoch training runs were receiving the best 
results, so the number of epochs was not increased further, as it did not improve the 
precision and accuracy. The 69% accuracy achieved will also help diminish the number of 
false positives and negatives received by a user during their use of the webapp. The model 
and its weights were passed off to then be implemented into the webapp. 

 
 
           ​ ​ ​ precision    ​ recall​ ​  f1-score   ​ support 
 
     healthy       ​ 0.73      ​ 0.81      ​ 0.77      ​  368 
    COVID-19   ​​ 0.64     ​ 0.53  ​   ​ 0.58    ​ ​  234 
 
    accuracy                           ​ ​ ​ ​ 0.70​ ​  602 
   macro avg     ​ 0.68     ​  0.67     ​ 0.67      ​  602 
weighted avg    ​ 0.69      ​  0.70  ​   ​ 0.69       ​  602 

 
Convolutional Neural Network 
 
CNNs and RNNs are generally heralded as the best choices for a cough detection algorithm. 
Additionally, because mel Spectrograms are two dimensional, they are primarily paired with 
CNNs. A downside of CNNs is that they are a training model for a local space and can result 
in the loss of information based on how the information is prepared and filtered. This 
cannot be solved entirely, only mitigated.  



 
CNNs are ultimately more useful over RNN’s because of they are able to produce a feature 
map. This allows for further development on dataset augmentation to be based on which 
features are most important to be identified within the CNN. Mel Spectrograms can 
therefore be enhanced to more clearly show the features needed specifically to identify 
COVID-19 during testing. 
 
Our Model 
 
Based on the research done, a CNN was the obvious choice for VOCOVID. As we continue 
testing, we have found the need to augment our data. The current model features a dataset 
that is utilizing: 
 

●​ K-fold cross validation 
●​ Pre-processing on Mel-Spectrograms 

 
Our current model has three convolutional blocks for processing the data during testing, 
and a final head layer, as can be seen in our model architecture below. 
 
Model Overview Architecture: 

●​ Block 1: Conv 3×3 (1→32) → BN → ReLU → MaxPool 2×2 → Channel‑Attention 32 → 
Spatial‑Attention 

●​ Block 2: Conv 3×3 (32→64) → BN → ReLU → MaxPool 2×2 → Channel‑Attention 64 → 
Spatial‑Attention 

●​ Block 3: Conv 3×3 (64→128) → BN → ReLU → MaxPool 2×2 → Channel‑Attention 128 
→ Spatial‑Attention 

●​ Head: AdaptiveAvgPool 1×1 → Flatten → FC 128→64 → ReLU → Dropout 0.5 → FC 
64→2 (logits) 

 
Current Model Architecture  

ResNet50 
 

ResNet50 was used as a benchmark model for testing our own CNN. As a CNN, 
ResNet50 is already uniquely equipped for audio processing and testing specifically, and 
yields fantastic results. A variety of cough based mel-spectrogram models using ResNet50 
as a basis have published their findings, making it a strong choice for our testing.  
 

One of the benefits of ResNet50 over other CNNs is the accuracy without needing 
any kind of preprocessing for imbalance data handling on an audio benchmark set. This 



allows for data sets to be used without any kind of data augmentation, and still yields 
usable results.  
Results from testing with our dataset using ResNet50 will be included soon. 
 

Our ResNet50 model used a different pre-trained ResNet50 model and at the last 
layer implemented our data in order to improve the accuracy. 

 

 



Data Preprocessing 
 
Mel-Spectrograms 
 

Mel Spectrograms are being used because the way to determine whether or not a 
cough is COVID-19 is based on the way the user is breathing. What a Mel Spectrogram does 
is makes a visual representation of the types of noise happening in an audio file. This will 
allow for the specific types of noise, in our case restricted breathing prior to the cough, to 
become more identifiable. Differences between “wet” and “dry” coughs can also be 
determined using Mel Spectrograms.  
 

Within a Mel Spectrogram the x-axis is time and the y-axis is frequency. They are 
specifically designed in order to better represent what humans hear in a visual format. The 
vibrancy of the color represents the amplitude at a given time. The main benefit of using 
Mel Spectrograms is the ability to compress the frequency scale to help reduce the data’s 
dimensionality, which assists in bringing down the computational load on a learning model. 
Capturing important pitches that can then be analyzed further by a CNN.  
Our Mel Spectrograms have been shortened to one cough in length to ensure that no white 
noise interferes with your results. Below you can see an example of what this might look 
like, along with the other Mel Spectrogram Hyperparameters used for our Attention 
Enhanced CNN. 

 
Data included a variety of audio records that were inaccurately listed as cough 

recordings. In order to attain results with any level of accuracy, the dataset needed to be 
completely cleaned before testing could re-commence. Once all audio files were listened 
to, it was necessary to take this information and pass it through a script to remove all audio 
files, mel spectrograms, and stored metadata that are no longer being used so the new final 
dataset can be used for testing. 

 
After removing all audio files that had been labeled but were not cough recordings 

they are converted into mel-spectrograms with all white space on either end being 
removed. That way all recordings were focused entirely on the coughs within the 
recording. Unfortunately, the accuracy of our developed CNN did not improve at all. The 
next step for the CNN is to build a model with more layers to see if that improves accuracy, 
but also to further refine the data in pre-processing. All mel-spectrograms have been 
shortened to one cough in length to further increase the accuracy of the CNN. This was 
then tested on both the ResNet50 model as well as our CNN. 

 



 
Example of Past Data vs. Current Data 

 
 

 
Audio 23 Original Image, 1st Attempt at Cutting  

 
Data Preprocessing Steps 

1.​ Initial Data Audit 
2.​ Filtering & Cleaning 
3.​ Waveform to Mel-Spectrogram 
4.​ Cough Segment Extraction 
5.​ Metadata Sync & Class Selection 
6.​ Oversampling Minority Class 
7.​ Augmentation Integration 
8.​ Final Balancing & Shuffle 
9.​ Dataset Splitting 

10.​ PyTorch DataLoader Prep 
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